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ABSTRACT

In this paper, real data sets from the UCI Repository are mined and quantized to reduce the dimensionality of the feature space for best classification performance. The approach utilized to mine the data is based on the Bayesian Data Reduction Algorithm (BDRA), which has been recently developed into a windows based system by California State University (see http://wiki.csci.csusb.edu/bdra/Main_Page) called the Automatic Data Reduction System (ADRS). The primary contribution of this work will be to demonstrate and compare different approaches to the feature search (e.g., forward versus backward searching), and show how performance is impacted for each data set. Additionally, the performance of the ADRS with the UCI data will be compared to an Artificial Neural Network (ANN). In this case, results are shown for the ANN both with and without the utilization of Principal Components Analysis (PCA) to reduce the dimension of the feature data. Overall, it is shown that the BDRA’s performance with the UCI data is superior to that of the ANN.
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1. INTRODUCTION

In this paper, the Bayesian Data Reduction Algorithm (BDRA) \cite{1,2,3} is trained and tested on seventeen real-life data sets that are contained at the University of California at Irvine’s (UCI) Repository of Machine Learning Data Bases \cite{4}. The BDRA is a probabilistic classifier that employs feature selection techniques (i.e., utilizing both forward and backward sequential searching \cite{5,6}) to improve classification performance. The BDRA requires all data to be discrete so any continuous valued features must first be discretized. To do this a method of percentiles is used to discretize each feature. For example, to obtain ternary valued features a set of thresholds are computed for each feature so that its values are placed in three discrete cells that are equally sized, with respect to numbers of data. Once all features are discretized, the BDRA then automatically reduces each feature based on the probability of error conditioned on the training data, and finds the quantization of the features corresponding to best performance. Typically, the initial number of discrete levels used to quantize each feature affects this final “best” quantization point. The BDRA tends to work best in cases where there is insufficient data to support feature complexity, due to the curse of dimensionality. In other words, the BDRA is a worthy contender in cases in which a reliable decision boundary separating the classes can be reliably determined using a selected feature subset, but in which this is infeasible when all features are used.

All performance results for this paper were generated using the Automatic Data Reduction System (ADRS)\textsuperscript{1}, which has recently been developed at California State University into a windows based system implementation of the BDRA (see http://wiki.csci.csusb.edu/bdra/Main_Page). In this work, the BDRA is also compared to an Artificial Neural Network (ANN) classifier, where testing errors were computed for four different configurations of the ANN. With that, a Principal Components Analysis (PCA) of the data was performed to determine if reducing the dimension of the feature space, prior to training the ANN, would improve its overall performance \cite{7}. Results are demonstrated by comparing the probability of error, for each method, in classifying the UCI data sets.

\textsuperscript{1} Details on ADRS can be found in the Appendix, and it is also referred to as the Bayesian Data Reduction System (BDRS).
2. PROBABILITY OF ERROR

The primary metric used for determining the performance of each classifier is the probability of error, \( P(e) \), which is estimated using the hold-out ten percent method of training and testing. In this method the data are partitioned into ten disjoint sets for testing with the remaining data (the remaining nine sets not used for testing) used for training each classifier. Data stratification is utilized to ensure that the training and test sets have roughly the same class proportions. Final tabulated \( P(e) \) values are obtained by averaging over error probabilities computed with the ten disjoint partitions. The error probability is computed by counting the number of test feature vectors, conditioned on each class, \( k \), that caused wrong decisions (i.e., a class other than \( k \) was decided). Then, the wrong decision count for class \( k \) is normalized by its respective total number of test feature vectors. This is repeated for all classes so that the desired error probability is obtained by summing the results for each class (i.e., given an assumed equal prior probability of each class). Finally, the hold-out ten percent method was applied six times so that final performance results are based on an average of sixty trials.

3. MISSING FEATURE VALUES

A number of the data sets found at the UCI Repository contain missing feature values. Therefore, before discussing results of applying the BDRA to the real-life data a few comments are made about modifications that were made in order to account for the possibility that the data of either class contains missing feature information. As it turns out, slightly more than one third of the UCI data sets used in this work have missing features. Basically, by missing features it is meant that all feature vectors of the \( k^{th} \) class are assumed to be made up of either or both of two observation types: features which are represented by specific values, and missing features which have no values. For example, with three binary features a possible feature vector that is missing a single feature might appear as \((1,1,x)\) where \( x \) represents the missing value. In this case \( x \) can have the value of 0 or 1 so that this feature vector has a cardinality of two. In general, all missing features are assumed to appear according to an unknown probability distribution.

With respect to missing features an often-used approach is to “fill-in” missing values by estimates obtained from all known feature values (e.g., such as the sample mean) \([7]\). In fact, this method is used for the ANN classifier employed here (if the feature is discrete the median is used instead). However, to model missing feature information in BDRA the Mean-Field algorithm, \([1]\), is utilized that adapts to the missing feature information by estimating it from the available training data. However, the method for accomplishing this is not based on the optimal approach to dealing with this problem. In fact, the optimal approach turns out to be impractical to implement due to computational considerations.

4. RESULTS

Table I lists the characteristics of each UCI data set used, classification results for the BDRA, the ANN, and the ANN using PCA to reduce the dimension of the data. Listed in the columns of this table, from left to right, are the Data set name, the total number of classes, the total number of data points, the number of continuous valued features, the feature search direction used in the BDRA, the number of discrete levels used to initially quantize continuous valued features in the BDRA, the estimated probability of error on test samples for the ANN, the estimated probability of error on test samples for the BDRA, the number of features selected by the BDRA, the number of dimensions extracted by PCA, and the estimated probability of error on test samples for the ANN using PCA.
Table I demonstrates overall classification results for the BDRA and the ANN using the UCI data. It can be seen that overall performance of the BDRA is superior to the ANN in that the BDRA achieved a lower probability of error with 12 out of the 17 UCI data sets used. Thus, to determine the impact of dimensionality reduction on the data (which is a very important aspect in the BDRA’s performance), PCA was applied to the data before training the ANN. In this case, it can be seen that overall PCA had a minimal impact on the performance of the ANN. Specifically, comparing the results of ANN to those of ANN+PCA reveals that PCA improved performance of the ANN in some cases, while in others it degraded performance. Further, in comparing the BDRA to the ANN+PCA it can be seen that the BDRA stills has a lower probability of error with a majority (10 out of 17) of the UCI data sets. Note, also that this is significant because training time of the BDRA in the forward search mode can be thousands of time samples faster than that of an ANN.

As a final note to the BDRA’s performance, notice that the algorithm appears to favor a backward feature search direction about as often as it does a forward one (9 backward to 8 forward). Further, for data sets with continuous valued features (13 out of 17 data sets), of these cases most of the time it was found that the BDRA prefers to start training with 3 discrete levels per feature as opposed to 10 (9 out of 13 times). The reason that this occurs is due to the inherent

---

2 NA means that no continuous valued features are found with the data.
suboptimality of the BDRA’s dimensionality reduction method. In other words, optimal data quantization by the BDRA is impossible due to computational complexity (except only in very low dimensional cases), so that it is necessary to reduce the data in a sequential manner (i.e., either in a forward or backward search mode). In a suboptimal sequential searching mode, the likelihood is increased that that training stops on a local, as opposed to a global, minimum value of the probability of error space. Thus, when classifying real data, performance of the BDRA tends not to depend on any specific search mode, or initial number of discrete levels per dimension. This makes it necessary to try different search modes, and initial quantization levels, to determine a best overall configuration by trial and error. Fortunately, this can easily be accomplished in the BDRA with straightforward programming methods.

5. CONCLUSION

In this paper, performance results have been demonstrated using ADRS and real data sets from the UCI Repository. The approach utilized is based on the Bayesian Data Reduction Algorithm (BDRA), which has been recently developed into a Windows based system by California State University (see http://wiki.csci.csusb.edu/bdra/Main_Page) called the Automatic Data Reduction System (ADRS). The primary contribution of this work was to demonstrate and compare different approaches to the feature search (e.g., forward versus backward searching), and show how performance is impacted for each data set. Additionally, the performance of the ADRS with the UCI data was compared to an Artificial Neural Network (ANN). In this case, results were shown for the ANN, both with and without the utilization of Principal Components Analysis (PCA), to reduce the dimension of the feature data. Overall, it was shown that the BDRA’s performance with the UCI data was superior to that of the ANN, both with and without PCA.
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3 Although this has not been formally proved for the BDRA, the literature on feature reduction indicates that a backward feature search mode would perform best under optimal conditions. This is true because when reducing the data the backward search mode pays more respect to the statistical dependency amongst the dimensions. Thus, it has a better chance of finding a more accurate model for the data.
APPENDIX: OVERVIEW OF THE AUTOMATIC DATA REDUCTION SYSTEM

The following is an overview of the main components of the Bayesian Data Reduction System developed at California State University, at San Bernardino. The BDRA is used to generate a classification model from training data (a set of classified observations). The resulting classification model is applied to new observations to predict their class memberships. To enable the practical use of the BDRA, our BDRA program provides the following three modes of operation.

- evaluation mode
- training mode
- classify mode

Evaluation mode

When evaluation mode is specified, the program generates a report that describes how well the BDRA classifies test data given specific parameters that define the operation of the BDRA.

The program takes the following inputs.

- a set of classified observations
- parameters defining the operation of the algorithm (Complete Command Line usage information can be found at [http://wiki.csci.csusb.edu/bdra/Command_line_usage](http://wiki.csci.csusb.edu/bdra/Command_line_usage).)

For an example of command line usage within ADRS, the simplest form of the BDRA program invocation is illustrated by the following example.

```
java bdra.Main iris.txt
```

The above command assumes that the dependent jar files are in the classpath. If you run the above from inside a bat file under Windows, the classpath could be specified as follows.

```
set CLASSPATH=itext-2.0.1.jar;bdra.jar
test CLASSPATH=itext-2.0.1.jar;bdra.jar
```

If working with a typical large data set, the chances are good that one needs to specify a maximum memory allocation that is larger than the default. The following bat file shows how this is done.

```
set CLASSPATH=itext-2.0.1.jar;bdra.jar
```

---

4 The Automatic Data Reduction System (BDRS) is Copyright 2007 California State University, San Bernardino. The BDRS is also patented by NUWCDIVNPT, U.S. Pat. Nos. 5,999,893; 6,397,200; and 6,789,070. The U.S. Government has a copyright license in this work pursuant to a Cooperative Research and Development Agreement with NUWCDIVNPT. The current state of the software is beta-test version 0.1; it is not intended for commercial use.
java -Xms1800m -Xmx1800m bdra.Main iris.txt

In this case, the commands are telling the Java virtual machine to make an initial allocation of 1800 MB of memory and to make the maximum amount equal to 1800 MB as well. This is a typical setting that was used on a computer with 2048 MB of memory (2 GB). Further, if working on linux/unix, then the above run can be accomplished through a shell script with the following contents:

```
export CLASSPATH=itext-2.0.1.jar:bdra.jar
java -Xms1800m -Xmx1800m bdra.Main iris.txt
```

A table of all command line settings can be found at [http://wiki.csci.csusb.edu/bdra/Command_line_usage](http://wiki.csci.csusb.edu/bdra/Command_line_usage).

When the window size setting is set to 1, the program iterates through the set of classified observations given to it as input. For each of these observations, it runs the BDRA algorithm on the other observations in order to generate a classifier. It then applies this classifier to the given observation to predict its class membership. If it predicts incorrectly, the program increments its count of failures. This process can be expressed in the following pseudo code.

```plaintext
observations = set of classified observations provided as input
ob = an individual observation
ob.class = the class in which ob is a member
obs = set of observations with ob removed

for each ob in observation
    obs = observations - ob
    classifier = BDRA(obs)
    class = classifier.classify(ob)
    if ob.class != class
        errors = errors + 1
```

The percentage of incorrectly classified observations is called the **test error**. The **training error** that is also reported is an internal estimate the BDRA makes for the classification error.

Each run of the program in evaluation mode generates a PDF document that summarizes the results of the run. When run in evaluation mode, the program generates a PDF document that summarizes how well the algorithm classifies test data. This page defines the contents of this PDF document.

If the user specifies a report name on the command line, the program will use this name for the generated pdf file. For example, consider the case that the user runs the program with the following command.

```
java -jar BDRA --report-name iris iris.bdra
```

In the above case, the program generates a file with name *iris.pdf*. If the report-name argument is omitted, the program generates a file with the name *report.pdf*. See [Command line usage](http://wiki.csci.csusb.edu/bdra/Command_line_usage) for more details.

The report contains the following sections, which are described below.

1) **Program inputs**

This section provides the following summary descriptions of the input data and the selected parameters that control the operation of the BDRA algorithm.
• Name of data set
• Time and date of run
• Number of categorical and continuous features
• Number of observations
• Number of observations with missing values
• Number of missing values
• The number of continuous bins
• The missing value approach used
• The search direction
• Search technique
• Probe level
• Window size

2) Global Measures

When window size is 1, this section includes the following.

• Number of runs
• Average time per run and standard deviation
• Average training error and standard deviation
• Average testing error and standard deviation

When window size is greater than 1, this section includes the following.

• Time to complete
• Training error
• Testing error

3) Feature Analysis

In this section, rows represent features, and the columns represent metrics.

When the command line window size is 1, this section includes the following columns.

• Feature name
• Whether feature is continuous or categorical
• Percentage of times eliminated
• Per feature quantizational complexity (how many times each feature was reduced to 1 bin, 2 bins, etc.)

When the window size is greater than 1, this section includes the following columns.

• Feature name
• Whether feature is continuous or categorical
• Was the feature eliminated?
• Bin definitions (for categorical features, show category groups; for continuous features, show boundaries for continuous values)
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Training mode
When training mode is specified, the program generates a classifier file that can be used to classify observations. The classifier file is used as input for the program when it runs in classify mode.

In evaluation mode, the program also generates a report in PDF format, which describes characteristics of the generated classifier. Go to [http://wiki.csci.csusb.edu/bdra/Program_outputs_in_training_mode](http://wiki.csci.csusb.edu/bdra/Program_outputs_in_training_mode) for a description of the contents of this PDF document.

**Classify mode**

When classify mode is specified, the program uses the classifier file to classify observations.

Although this mode can be used to classify classified observations, it is normally used as a decision support tool to classify unclassified observations. Go to [http://wiki.csci.csusb.edu/bdra/Program_outputs_in_classify_mode](http://wiki.csci.csusb.edu/bdra/Program_outputs_in_classify_mode) for a description of the contents of the PDF document for this mode.

**Flowchart**

The following flowchart illustrates how the program is used in practice.

Although a report is only shown as the final output of the process, reports are generated each time the program is run. These have been omitted to simplify the diagram.